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Machine Learning/Deep Learning Track

ỒCaffe Deep Dive Session

Ồ Increase your expertise on the Caffe framework through hands-on guided 
exercises. You will experience fast, scalable, easy machine learning with 
openPOWER, GPUs and Docker on the Nimbixpublic cloud. Youôll look at 
image classification with a trained model. Train a model of a small dataset with 
DIGITS and image classify with your own trained model. Compare different 
techniques and explore the òModel Zooò.

Ồ Duration ï1.5 hours

Ồ Day/Time ïThu 25 9:00AM ï10:30AM

Ồ Leader/Trainers ïJason Furmanek, Franck Barillaud, Clarisse Taaffe-Hedglin
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Agenda

Deep Learning and Caffe

Why Now

Why Caffe

Handsïon Lab: Caffe and Digits

Inference using a trained model

Training a new model
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Machines Are Learning the Way We Learné.

4

ÁFrom "Texture of the Nervous 

System of Man and the Vertebrates" 

by Santiago Ramón y Cajal. 
ÁArtificial Neural Networks

https://en.wikipedia.org/wiki/Nervous_System
https://en.wikipedia.org/wiki/Vertebrates
https://en.wikipedia.org/wiki/Santiago_Ram%C3%B3n_y_Cajal
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Deep Learning Across All Industries

Automotive and 
Transportation

Security and Public 
Safety

Consumer Web, 
Mobile, Retail

Medicine and Biology Broadcast, Media and 
Entertainment

ÅAutonomous driving:
ÅPedestrian detection
ÅAccident avoidance

Auto, trucking, heavy 
equipment, Tier 1 
suppliers (Hyundai, 
Toyota, Komatsu, General 
Motors, Volvo)

ÅVideo Surveillance
ÅImage analysis
ÅFacial recognition and 

detection

Local and national 
police, public and 
private safety/ security 
(ADT, IViz, Pinkerton, 
Sentry)

ÅImage tagging
ÅSpeech recognition
ÅNatural language 
ÅSentiment analysis

Hyperscaleweb 
companies, large 
retail (Google photos, 
Twitter, Woolworths, 
Aeon) 

ÅDrug discovery
ÅDiagnostic assistance
ÅCancer cell detection

Pharmaceutical, Medical 
equipment, Diagnostic 
labs (Takeda, Asian 
Pharma, Pfizer)

ÅCaptioning
ÅSearch
ÅRecommendations
ÅReal time translation

Consumer facing 
companies with large 
streaming of existing 
media, or real time 
content
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Why Now?
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ҦData

ҦCompute

ҦTechnique
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Data Sources

ImageNet 10,000,000 labeled images 
depicting 10,000+ object categories

CIFAR-10 (RBG)

https:// quickdraw.withgoogle.com/data

Learned filter for AlexNet, Krizhevskyet al. 2012

MNIST 0-9

Over 1000 datasets at:
https:// www.kaggle.com/datasets

300,000 Labeled images

https://quickdraw.withgoogle.com/data
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Data & Compute at the Core of Training Ą Inference

Training

ÅData intensive: historical 

data sets

ÅCompute intensive: 

100% accelerated

ÅDevelop a model for use 

on the edge as inference

Inference

ÅEnables the computer to 

act in real time

ÅLow Power

ÅOut at the edge
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Requires a Lot of Computational Resources

Easy scale-out with: But training DL Models takes time and effort

Training can take hours, days or weeks

Input data and model sizes are becoming 
larger than ever (e.g. video input, billions of features 

etc.)

Real-time analytics with:

Unprecedented demand for offloaded computation, 

accelerators, and higher memory bandwidth systems

Resulting iné.

Mooreôs law is dying
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OpenPOWER: Open Hardware for High Performance
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Systems designed for 

big data analytics 

and superior cloud economics 

Upto: 

12 cores per cpu

96 hardware threads per cpu

Á1 TB RAM

7.6Tb/s combined I/O Bandwidth 

�*�3�8�V���D�Q�G���)�3�*�$�V���F�R�P�L�Q�J�«

OpenPOWER

Traditional 

Intel x86

http://www.softlayer.com/POWER-SERVERS

https://power.jarvice.com

https://mc.jarvice.com


