
May 22-25, 2017  |  San Francisco



May 22-25, 2017
San Francisco



May 22-25, 2017
San Francisco

Agenda

ỒGenomics Workload 

ỒSpark on OpenPOWERplatforms and GATK

ỒCase study: GATK4 on Spark

ỒOpenPOWERFeatures for SPARK-based Genomics Acceleration

ỒCase study: CRAIL
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Genomics

ỒConcepts:
ỒGenome, chromosomes, base pair Χ

ỒHuman: 23 chromosomes, ~3.2B bp, ~25,000 protein-coding genes

ỒWikipedia: marbled lungfish ~133Gp, Japanese Paris: ~150Gp

ỒWhole genome sequencing
ỒSeminal work of FederickSanger

Ồ First genome sequenced: a virus, Phi X 174, 5,386 bp

ỒHigh-throughput sequencing:  becomes commercially available in 
ǘƘŜ мффлΩǎ ŀƴŘ ŘǊŀǎǘƛŎŀƭƭȅ ƛƳǇǊƻǾŜŘ ƛƴ ǘƘŜ нлллΩǎ

ỒEquipment vendors: Illumina, Pacific Biosciences, Oxford Nanopore, 
Χ

By Russ London at English Wikipedia, CC BY-SA 3.0, 
https:// commons.wikimedia.org/w/ index.php?curid=9923576



DNA SEQUENCING COSTS 105 LESS THAN15 YEARS AGO!

Automate

d capillary

Illumina

GA

Illumina

HiSeq
Illumina

X10



Huge data sets require intense computing 
capacity
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Bioinformatics Challenges

ỒData Volume
ỒLƴŦƻǊƳŀǘƛƻƴ ƛƴ ŜŀŎƘ άǊŜŀŘέ
Ồά/ƻǾŜǊŀƎŜέ
ỒάwŜŀŘ ƭŜƴƎǘƘέ
Ồ50X coverage, 100bp read length: 

1.6B reads, 300GB uncomp.

ỒComputation:
ỒFind the best possible match of 

the 1.6B reads to the given 
reference genome, under the 
ƛƴŦƭǳŜƴŎŜ ƻŦ ōƻǘƘ άǊŜŀŘ ŜǊǊƻǊέ ŀƴŘ 
άƳǳǘŀǘƛƻƴέ

By Suspencewl- Own work, CC0, https://commons.wikimedia.org/w/ index.php?curid=13764860



In the good old daysé..
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GATK (Genomics Analysis Toolkit)

ỒDeveloped by Broad Institute

ỒDŜƴŜǊŀƭƭȅ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ǘƘŜ άƎƻƭŘŜƴέ ǎǘŀƴŘŀǊŘ ŦƻǊ ƎŜƴƻƳƛŎǎ ŀƴŀƭȅǎƛǎ

ỒStable release: GATK 3.7

ỒGATK4 (jointly developed by Broad, google, intel, IBM, Clouderaand Cray). 
currently in beta
Ồ Improved and streamlined code
Ồ Inclusion of other analysis tools from Broad
ỒNative support of Spark

Ồά²ŀƭƪŜǊέ ƳƻŘŜ ŀƴŘ ά{ǇŀǊƪέ ƳƻŘŜ

ỒFocus on SNP (single-nucleaotidepolymorphism) and INDEL (insertion-
deletion) part of GATK only
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GATK Pipeline

post-
processing

Raw
Reads

map to
Reference

BAM
sort and

markduplicates
recalibrate

bases
identify
variants

VCFBAM BAM

mapping
BWA

Variant Calling
HaplotypeCaler

Quality Control
sort-markduplicate-BQSR

~100GB
~100MB
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Side Note: BWA (Burrow-Wheeler Aligner)

Ồ²ƛŘŜƭȅ ŀŎŎŜǇǘŜŘ ŀǎ ǘƘŜ άƎƻƭŘŜƴέ ǎǘŀƴŘŀǊŘ ŀǎ ŀ ǎƘƻǊǘ-read aligner

ỒUse BWT and suffix array for rough alignment

ỒUse (stripped) Smith-Waterman algorithm (equivalent to Viterbi) to achieve 
high sensitivity final alignment
ỒLeverage SIMD units to achieve high throughput

ỒWritten in C, native support of multi-threading:
ỒMeasured performance: align >100K bp/sec  per thread
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Side Note: Duplicates

Why(mark(duplicates?(

Å Non=independent(measurements(of(sequence(

Å Sampled(from(single(template(of(DNA(

Å Violates(assump7ons(made(during(variant(calling(

Å Errors(in(sample/ library(prep(are(propagated(to(all(the(duplicates(

Reference(

Mapped(reads(

=(library(prep(error(propagated(in(duplicates(

Mark(duplicates(

Å άBestέ(copy(ς(mi7gates(
the(effects(of(errors(

GATK Best Practice Workshop, Broad Institute
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Å Systema2c%errors%correlate%with%%
basecall%features(

Å Several%relevant%features:%%
ï Reported%quality%score%
ï Posi2on%within%the%read%%

(machine%cycle)%
ï Sequence%context%%

(sequencing%chemistry%effects)%

Å Calculate%error%empirically%and%find%paVerns%in%how%error%varies%with%basecall%features%

Å Method%is%empowered%by%looking%at%en2re%lane%of%data%%
(works%per%read%group)%

How%do%we%iden2fy%the%error%modes%in%the%data?%
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GATK Best Practice Workshop, Broad Institute
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Side Note: Variant Calling using HaplotypeCallerFour(steps(of(HaplotypeCaller(

GATK Best Practice Workshop, Broad Institute
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Spark on OpenPOWER
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Processors
flexible, fast execution of 

analytics algorithms

Memory
large, fast workspace to 

maximize business insight

Cache
ensure continuous data load for 

fast responses 

4X
threads per core vs. x86

(up to 1536 threads per system)

4X
memory bandwidth vs. x86 

(up to 16TB of memory)

4X
cache per core vs. x86

(up to 225MB cache per socket)

POWER8 Designed for Big Data: 
optimized Big Data & Analytics performance
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Flash for extreme 
performance

Massive IO 
bandwidth

Continuous 
data load

Parallel 
processing

Large-scale
memory processing
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POWER Advantages for Spark

Ồ Streaming and SQL benefit from High Thread Density and Concurrency

Å Processing multiple packets of a stream and different stages of a message stream pipeline

Å Processing multiple rows from a query

Ồ Machine Learning benefits from Large Caches and Memory Bandwidth

Å Iterative Algorithms on the same data

Å Fewer core pipeline stalls and overall higher throughput

Ồ Graph also benefits from Large Caches,  Memory Bandwidth and Higher Thread Strength 

Å Flexibility to go from 8 SMT threads per core to 4 or 2

Å Manage Balance between thread performance and throughput

Ồ Headroom 

Å Balanced resource utilization,  more efficient scale-out

Å Multi-tenant deployments

19
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Spark Installation and Tuning

ỒNot the focus of this presentation

ỒAll components of Spark run out of box on OpenPOWERplatforms
ỒopenJDK

ỒHadoop(HDFS, Yarn)

ỒSpark

ỒAlternatively: SparkJDK(IBM J9 + Spark)
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GATK4/Spark on Power Cluster

21
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Caveat

ỒAs of today, GATK4 is still in beta. Be mindful of road bumps, hiccups, 
performance issues Χ.

ỒBut things will only improve from here
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Cluster Setup

ỒFour POWER8 S822LC nodes, bare metal

Ồ2x SCM 10-core, SMT4; 80 HW threads per node

Ồ512 GB of RAM per node

ỒNVMelocal storage

ỒMellanoxInfinibandEDR ConnectX-4 adapters (100Gb/s)

ỒHadoop2.7.3

ỒSpark 2.1.0

ỒOpenJDK1.8


