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GitHub Setup

Ồssh-keygen -t rsa -b 4096 -C "myemail@address.com"
Ồsudo apt install xclip
Ồxclip -sel clip < ~/.ssh/id_rsa.pub
Ồhttps://github.com/

Ồcreate account / sign in
Ồsettings
ỒSSH and GPG keys  (for additional help click on the "guide" / "troubleshooting" 

links
ỒNew SSH key
ỒPaste copy buffer into Key (and give Title to the key) and press Add SSH key

Ồtest connection: ssh -T git@github.com

To view OCC code online 

Ồhttps://github.com/open-power/occ
ỒDisplays the README
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Clone and Build OCC Code

Ồmkdir congress

Ồmkdir congress/op-occ

Ồcd congress/op-occ

Ồgit clone --recursive git@github.com:open-power/op-build.git

Ồcd op-build

Ồ. op-build-env

Ồgvim openpower/configs/hostboot/witherspoon.config
Ồ (optional) enable OCC command trace to console: set CONSOLE_OUTPUT_OCC_COMM
Ồ (optional) enable full traces to console:  set CONSOLE_OUTPUT_TRACE 

Ồop-build witherspoon_defconfig

Ồop-build occ-dirclean

Ồop-build occ-rebuild
Ồ This takes some time when first extracted - building compilers and other tools 
Ồ After initial build dirclean ~5 seconds, build ~45 seconds
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Agenda

ỒHW Overview

ỒFW Interface Overview

ỒFunctional Overview

ỒOCC Code Building and Flashing

ỒWrite Some OCC Code and test on a Witherspoon
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OCC Complex
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ỒOCC
ỒPowerPC 405
ỒReads/controls system power (power capping)
ỒReads/controls core and DIMM temperatures
ỒPerformance boost 

Ồ4 PPEs
ỒPPEs in the OCC Complex are called GPEs (General Purpose 

Engine)
ỒGPE0 and GPE1 are used to off load jobs from the 405
ỒPGPE ςPstate GPE.  GPE dedicated to processing Pstate functions

ỒSGPE ςStop GPE.  GPE dedicated to processing Stop functions
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Adaptive Voltage Scaling (AVS) Bus

Ồ2 AVS bus
ỒVdd reg
ỒVdn reg

ỒAccess:  On Chip Interconnect (OCI) to SPIPMBus (O2S) 
bridge

Ồ2 O2S Bridges per bus
ỒPGPE owns one to set/read voltages
ỒOCC 405 owns one for reading only
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Analog Power SubSystem (APSS)

ỒProvide real time power measurements of voltage rails
Ồ16 channel analog to digital converter
ỒConfiguration of 16 channels defined in the system xml

Ồhƴƭȅ ŎƻƴƴŜŎǘŜŘ ǘƻ ǘƘŜ άƳŀǎǘŜǊέ h//

ỒAttached to SPI Power SubSystem bus (SPIPSS)

ỒAccess:  Pervasive Interconnect Bus (PIB) to SPI bridge 
(P2S)
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Agenda

ỒHW Overview

ỒFW Interface Overview

ỒFunctional Overview

ỒOCC Code Building and Flashing

ỒWrite Some OCC Code and test on a Witherspoon
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FW Interface Overview

ỒOCC-OCC

ỒOCC-GPE

ỒOCC-HTMGT

ỒOCC-BMC

ỒOCC-OPAL
ỒMain memory layout (HOMER)
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OCC
Master

405

Main Memory

OCC-OCC: Slave to Master Message Passing

OCC
Slave

405PBA

Doorbell alert message

ping/pong

Causes interrupt to master PBA. Contains 
main mem address of message and 

PowerBus ID of slave

Slave to Master

PBA

Master OCC is also a slave and sends 
message to itself.  (Common slave 

processing on all OCCs)

1

2

3

1

2

Data sent:  
Å Current OCC state, power 

limit...  for master 
validation
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FW Interface Overview

ỒOCC-OCC

ỒOCC-GPE

ỒOCC-HTMGT

ỒOCC-BMC

ỒOCC-OPAL
ỒMain memory layout (HOMER)
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OCC to GPE Communication

ỒInter-Process Communication (IPC) is used to send 
messages from the OCC 405 to GPE0/1 and PGPE

ỒIPC uses circular buffers in the SRAM tank

ỒFunction ID is used as a look up in a function table
Ồ5ƻŜǎƴΩǘ ǊŜǉǳƛǊŜ ƛƳŀƎŜǎ ǘƻ ōŜ ƭƛƴƪŜŘ ǘƻƎŜǘƘŜǊ
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OCC to GPE Commands

ỒNo OCC to SGPE 
Communication

ỒOCC to GPE0
ỒRead APSS
ỒRead core data
ỒRead nest temperature

ỒOCC to GPE1
ỒRead DIMM temperature

ỒMemory throttling

ỒOCC to PGPE
ỒEnable/Disable Pstate protocol
ỒSet Pstate clips
ỒEnable/Disable WOF

ỒSend WOF VFRT
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FW Interface Overview

ỒOCC-OCC

ỒOCC-GPE

ỒOCC-HTMGT

ỒOCC-BMC

ỒOCC-OPAL
ỒMain memory layout (HOMER)
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HTMGT and BMC to OCC Commands

ỒCommand and Response format is the same for BMC and 
Host Thermal Management (HTMGT)

ỒTwo fixed (command, response) locations in OCC SRAM 
for BMC-OCC communication.  Two fixed (command, 
response) locations in HOMER for HTMGT-OCC 
communication

ỒOCB channel 1 (circular mode) used for sending an 
attention to the OCC to inform OCC of a command to 
process.  Message contains a sender ID so OCC knows to 
process command from SRAM or HOMER

ỒNo interrupt from OCC, HTMGT/BMC polls for completion
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HTMGT/BMC to OCC Communication Path
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HTMGT/BMC to OCC Comm ςCMD/RSP
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OCC Poll Response
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OCC Poll Response ςExtended Status
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OCC Poll Response ςSensor Information
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OCC Poll Response ςά¢9atέ {ŜƴǎƻǊ .ƭƻŎƪ
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OCC Poll Response ςάCw9vέ {ŜƴǎƻǊ .ƭƻŎƪ
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OCC Poll Response ςάth²wέ {ŜƴǎƻǊ .ƭƻŎƪ
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OCC Poll Response ςά/!t{έ {ŜƴǎƻǊ .ƭƻŎƪ
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OCC Poll Response ςά9·¢bέ {ŜƴǎƻǊ .ƭƻŎƪ
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OCC Poll Response ςExtended Data List
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FW Interface Overview

ỒOCC-OCC

ỒOCC-GPE

ỒOCC-HTMGT

ỒOCC-BMC

ỒOCC-OPAL
ỒMain memory layout (HOMER)
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Main Memory Usage for OCC-OPAL Comm

ỒThere are 4 Base Address Registers (BARs) to access 
different main memory regions

ỒOCC-OPAL Uses 2 of the 4 BARs 
ỒBAR0 - Hardware Offload Microcode Engine Region (HOMER).  

32kB max per OCC
ỒBAR2 - Sensor Data for in-band sensor collection.  150kB max per 

OCC
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OCC-OPAL Shared Memory Interface (HOMER)

Offset Byte 0 Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 Byte 7

0x0000 Valid 
(0x01)

Version 
(0x90)

OCC 
Role

Min 
Pstate

Nominal 
Pstate

Turbo 
Pstate

Ultra 

Turbo 
Pstate

Reserved

0x0008 Reserved

0x0010 Reserved

0x0018 Pstate 

number 
= 0

Flag Reserved Freq in kHz

0x0020 Pstate 

number 
= 1

Flag Reserved Freq in kHz

: : : : :

0x0810 Up to 

255 
Pstates

0x0818 TBD.  Data to tell Pstate opportunity for WOF

:
0x0830

:

848B Reserved for future ñstaticò data

Ồ5ŀǘŀ ƛǎ ǎŜǇŀǊŀǘŜŘ ƛƴǘƻ ŦƛǊǎǘ ά{ǘŀǘƛŎέ Řŀǘŀ ǿƘƛŎƘ ǎƘƻǳƭŘ ƴƻǘ ŎƘŀƴƎŜ ŀǘ ǊǳƴǘƛƳŜ ŀƴŘ 
ǘƘŜƴ ά5ȅƴŀƳƛŎέ Řŀǘŀ ǘƘŀǘ Ŏŀƴ ŎƘŀƴƎŜ ŀǘ ǊǳƴǘƛƳŜΦ

ỒStatic Data: 

D
e

cre
a

s
in

g
 f w

ith
 

h
ig

h
e

r P
sta

te
 #
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OCC-OPAL Shared Memory Interface (HOMER)

ỒDynamic Data: 
0x0B80 OCC 

State

Reserved Proc 

Throttle 
Status

Memory 

Throttle 
Status

Quick 

Power 
Drop

0x0B88 Reserve Power 

Cap 
Type

Min Power Cap Max Power Cap Current Power Cap

0x0B90 Soft Min Power 
Cap

110B Reserved

0x0C00 OPAL 

Cmd 
Flags

Cmd 

Request 
ID

OPAL-

OCC 
Cmd

Reserve Cmd Data 

Length 
(MSB)

Cmd 

Data 

Length 
(LSB)

OPAL Command 
Dataé..

: é..OPAL Command Data up to max of Cmd Data Length 4090 bytes

0x1C00 OCC 

Rsp 
Flags

Cmd 

Request 
ID

OPAL-

OCC 
Cmd

Rsp 
Status

Rsp Data 

Length 
(MSB)

Rsp 

Data 

Length 
(LSB)

OCC Response 
Dataé..

: é..OCC Response Data up to max of Rsp Data Length 8698 bytes

0x3E00 1K Reserved for future ñdynamicò data

Buffers for 
OPAL to send 
commands to 

OCC
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OPAL to OCC Command Interface

ỒIn HOMER a command buffer and a response buffer for 
OPAL to send commands to the OCC

ỒSequence:
ỒOPAL writes command to command buffer
ỒOCC reads command buffer every x ms for new command, 

process command, writes response to response buffer and sends 
interrupt to OPAL
ỒOPAL receives interrupt and reads response buffer

ỒOPAL to OCC Commands
ỒAMESTER pass thru ςin band AMESTER support
ỒClear Sensor Data ςclear all sensors min/max for specified 

owner i.e. CSM, Profiler, Job Scheduler
ỒSet Power Cap ςin band power capping
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Agenda

ỒHW Overview

ỒInterface Overview

ỒFunctional Overview

ỒOCC Code Building and Flashing

ỒWrite Some OCC Code and test on a Witherspoon
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Functional Overview

ỒThermal Monitoring
ỒProcessor
ỒMemory
ỒFan Control

ỒPower Protection
ỒSystem Power Caps
ỒUser Power Caps
ỒQuick Power Drop (Oversubscription)

ỒProcessor Idle States

ỒWOF

ỒSensors
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Thermal Monitoring:  Processor

Ồh// ŎŀƭŎǳƭŀǘŜǎ ŀ άŎƻǊŜέ 
temperature as a weighted 
average of the 2 core DTS + 1 
quad DTS closest to core.  
Weight factors are defined in 
system xml

ỒHottest core temperature is 
used for determining 
frequency clipping

ỒAll core temperatures are sent 
to the BMC for fan control 
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Over Temperature:  Processor DVFS

ỒOCC uses hottest core temperature to determine 
frequency clips.  Temperature to start clipping frequency 
is defined in the system xml 
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Thermal Monitoring:  DIMMs

ỒDIMM temperatures are read over I2C 

ỒHottest DIMM temperature is used for determining 
memory throttles.  Temperature to start memory throttling 
is defined in the system xml

ỒAll DIMM temperatures are sent to the BMC for fan control 
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Thermal Monitoring: Fan Control

ỒBMC does the following:
ỒSends OCC poll command to each OCC every X seconds to collect 

the processor and memory temperatures
ỒUses thermal trip points, per the table below, to set the fan speed

ỒCollects the ambient/inlet temperature
ỒSets the fan speed floor based on ambient

ỒOCC does the following
ỒReads the processor/memory temperaturesand include them in 
the OCC poll response to the BMC
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Functional Overview

ỒThermal Monitoring
ỒProcessor
ỒMemory
ỒFan Control

ỒPower Protection
ỒSystem Power Caps
ỒUser Power Caps
ỒQuick Power Drop (Oversubscription)

ỒProcessor Idle States

ỒWOF

ỒSensors




